**Project Overview**

There are different approaches used for the machine translation form one language to another language. Machine translation can apply a technique based on linguistic set of laws, which means that words will be translated in a linguistic mode the most suitable words of the target language will replace the ones in the source language. Three different approaches to MT have been generally used-

1. Rule Based machine translation (RBMT)
2. Example based machine translation (EBMT)
3. Statistical machine translation (SMT) approach and recent approaches to machine translation are knowledge-based, corpus-based, hybrid methods etc.

The rule based machine conversion model includes transfer based machine translation, interlingua machine conversion and dictionary based machine conversion paradigms. It uses the rules for their mapping process. The concept of RBMT systems is based on between the structure of the given source sentence with the structure of the target output sentence, necessarily preserving their unique meaning. The example based machine translation (EBMT) approach to machine conversion is often characterized by its use of a bilingual amount or corpus with similar texts as its main source language knowledge base, at run-time. The Example Based Machine Translation (EBMT) is one of the most popular machine translation mechanisms which retrieve similar examples with their translation from the example data base and adapting the examples to translate a new source text.

In proposed system we are going to combine both approaches and will try to get best features from those. Hybrid machine translation (HMT) leverages the strengths of example-based and rule-based translation methodologies.

In proposed system we will provide simple SVO order English statements as an input and we will get corresponding Sanskrit statement.

The flow will be like this; first the statement is get send to the example based machine translator (EBMT) module. Here it will get checked with the present corpus, now if system found the statement already present in the corpus then it will give directly output.

If we didn’t found any corpus in present database then it will get transfer to the rule based machine translator (RBMT) module. Here input will go through various steps.

Tokenization: This module splits the given sentence into chunks of strings delimited by spaces. These strings may be simple words or compound words coalesced by the rule of English Grammar. By applying the rules of English grammar assign appropriate category to words like (noun, verb, noun phrase etc.)

Tagging: Here each word is get tagged with appropriate means.

Parse tree generator: It generate a parse tree using grammar rules of source language.

Bilingual Dictionary & Sanskrit sentence generator: Here it’ll find translation of all English words into Sanskrit dictionary and rearrange the words in Sanskrit using its grammar rule to format and a meaningful statement.

In this paper we consider dictionary rule based approach is for translation and synthesizer. In dictionary based approach words are stored in Database dictionary and when we got input then English sentence are separated from sentence by tokenization then morphological analysis is done, after getting the words its search into English dictionary and according to word its category e.g. (noun, verb) is assigned. If we compare the Grammar for both English and Sanskrit then English sentences always in order of subject-verb-object format while Sanskrit has free word order.
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